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How useful is connectionism

for SLA research?

For the last ten years researchers have attempted to

apply connectionist or parallel distributed processing (PDP)

models to second language acquisition phenomena. The goal of

this research has been to see if these models can learn

certain linguistic processes in a manner similar to actual

second language learners without the use of explicit rules or

symbols. If the models could accomplish this, it is argued,

researchers would have a model that is closer to

neurobiological reality than conventional symbol manipulation

models like UG, and ultimately would allow us to predict and

control the acquisition process to some extent. Early on,

researchers in all of the cognitive sciences welcomed this

line of thinking enthusiastically, for it seemed to offer an

alternative to the existing symbolic paradigm. For example,

in 1987 Sampson argued that PDP would lead to a paradigm

shift as great as the one started by Chomsky's Syntactic

Structures. Within the SLA field, Spolsky (1988) claimed

that the "implications for second language learning theory

are potentially immense" (393), and Schmidt 1988 wrote that

we should expect some PDP inspired accounts of SLA in the

future (63).

For people who are interested in the implications of

neurocognitive research for second language theory and

pedagogy, research of this kind is very interesting. For one

thing, it shows that the SLA field is in touch with the
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intellectual mainstream since connectionism is a major

development in the cognitive sciences and SLA is a cognitive

science. Additionally, it is possible that SLA research

involving PDP models could make contributions back to the

cognitive science community, which would improve the status

of the SLA field. Thus, this kind of work is pioneering and

important. I believe, however, that this modeling tool could

be-and in fact has been- useful for testing developmental

hypotheses, but some caution is needed too. Now that the

early excitement has abated, we can more objectively assess

the status of this approach for the future. I think that

it's safe to say that PDP modeling has contributed very

little to our understanding of SLA. My purpose in this

paper, therefore, is to examine the motivation of

connectionist researchers so that we can better appreciate

their efforts. Then I will briefly discuss what we have

learned so far from this line of work.

What is connectionism?

Connectionism can be defined as a biologically oriented

framework for understanding complex learning behavior. It is

a modeling tool (computer simulation) that behaves and learns

without rules being explicitly wired into it.

To understand the popularity of connectionism, it is

necessary to look at the context surrounding the development

of PDP in cognitive science.. It has roots that extend back

to the beginning of the cognitive revolution in the fifties

and early sixties with the network models of Selfridge (1955)
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and Rosenblatt (1962) but it didn't catch on at that time for

several reasons. First, computers were not nearly as

powerful as they are now, and so it was difficult to

implement complex networks on them. Additionally, there was

the growing dissatisfaction with behaviorism and the rise of

mentalism. In 1957, while the field of artificial

intelligence was still very young, Chomsky published

Syntactic Structures and Miller published his paper "The

magical number seven, plus or minus two". These works were

based on the belief that cognition was in essence the ability

to manipulate symbols, that there were rules that the mind

followed to reason. The basic assumption underlying most

work in cognitive sciences at this time, including

linguistics, is made explicit in the definition of cognition

within artificial intelligence. According to the Physical

Symbol Systems Hypothesis (PSSH), as advanced by Newell and

Simon (1975):

If a physical symbol system is any system in which

suitably manipulable tokens can be assigned arbitrary

meanings and, by means of careful programming, be relied

on to behave in ways consistent with this projected

semantic content, and if the essence of thought and

intelligence is this ability to manipulate symbols, then

any physical symbol system (such as the computer) can be

organized to exhibit general intelligent action.

Such a system, if advanced enough, would be able to pass a

Turing test; it should be able to respond to a person's

5
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questioning in such a way that that person could not tell if

she were talking to a real person or a computer; it would be

human in a sense. Note the characterization of thought and

intelligence in these definitions: the essence of thought

and intelligence is the ability to manipulate symbols.

Elman, et al. call this the first computer metaphor.

Many people working in the cognitive sciences up into

the eighties and many still today would claim that the PSSH

is assumed in their field. That which cannot be represented

symbolically might be relegated to the uninteresting pile,

like performance has been in linguistics. Implicit in the

idea is the distinction between the rule system and the

instantiation of that rule system in some machine or body,

the software and the hardware. This separation manifests

itself in fields other than linguistics (such as philosophy

and anthropology) in that the brain is often ignored in

explaining cognition.

The artificial intelligence community was able to

achieve a lot of success with the idea that thinking was all

symbolic and rule based. Computers are particularly good at

theorem proving and logical deduction, for example. We all

know that they have infallible memories and they are fast.

They are good at serially processing anything that can be

formalized. They are now so good at chess that Deep Blue was

able to defeat the highest rated chess player ever just this

year, and the AI community considers this to be a landmark

event in their field.
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But despite success of this kind, artificial

intelligence as a field has run up against a wall. It became

increasingly clear in the 70's that there were certain types

of cognitive processes which could not be modeled well via

symbolic manipulation. Activities like pattern recognition,

moving about in one's environment, speech and vision

recognition, are very easy for even simple organisms to

perform, but AI researchers have had tremendous difficulty

getting machines to perform them because they are hard to

represent symbolically and the computation time involved in

performing activities of this type is enormous, making it

impossible to have the machines perform them in real time.

This is why the first rule in AI is "The hard things are

easy and the easy things hard." Presently, the most

difficult problem for machine intelligence researchers is

known as the "commonsense" or "background" or the "frame"

problem . AI researchers now realize that commonsense

knowledge plays a huge role in solving most tasks except

those that are strictly defined (like games). Is this a

problem of quantity or one of quality? This is what is being

debated in the AI field. If it is the former, than larger

and faster computers will solve the problem. This is the

line that D. Lenat is taking in Texas. He believes that by

entering in millions of facts into his computer's database,

he can give his machine commonsense. Most commentators think

the effort is futile. If the commonsense problem is one of

quality, this would mean that commonsense knowledge is

7
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comprised of skills and capacities that are not

representational. And if this is the case, then the PSSH is

not applicable to much of human cognition.

So this is why AI critics can say that there hasn't been

a significant advance in AI in 20 years. Deep Blue defeated

Kasparov not because its IBM programmers had conceived of a

theoretical innovation, a new way to represent knowledge. It

succeeded because it had more processors and a larger data

base; it just manipulated more symbols than its predecessors.

And since we know that humans do not play chess in the same

way that computers do, this landmark event in AI is

relatively unimportant to the rest of the cognitive sciences.

Given the general dissatisfaction with the PSSH in the

cognitive sciences, along with the development of faster

computers and new learning algorithms (like back

propagation), when connectionism reappeared in the 80's,

there were a lot of people ready for an alternative to the

symbolic manipulation paradigm. Connectionist models,

although still computational (Elmann, et al., call it the

second computer metaphor), differ from symbolic models in

several ways. They are empiricist and analogical rather than

rational and digital. They do not require someone to wire in

the rules of cognition, rather, they seem to come up with

them on their own. They are good at pattern recognition.

They come closer to obeying the 100 step constraint required

to perform functions in real time. They fill in missing

parts of noisy signals much like living organisms. They
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appear to generalize from experience. They exhibit graceful

degradation so that if part of the network is destroyed the

network can continue to function (unlike UNIX or DOS!). They

are built of simple units that are interconnected and memory

seems to be not in one place but spread out. For all of

these reasons, connectionist models are a lot like the brains

of animals. It is no wonder that in every cognitive science,

including SLA, researchers looked to apply this approach to

their object of study.

How is it related to SLA? What have we learned?

So the question we may ask at this point is how has

connectionism influenced the SLA field, and how has it

contributed to our understanding of the SLA process? A

survey of the literature reveals that while there has been a

moderate amount of discussion about PDP and its potential for

understanding cognitive processes, there is relatively little

empirical work involving computer simulations (less than a

handful), a situation which I find to be somewhat surprising,

and which Carrol (1995) calls an "odd fact" considering the

early optimism.

More common in the literature than simulations are

discussions about the potential of PDP models to explain some

SLA phenomena. Sokolik (1990), for example, describes how

PDP models contribute to an understanding of the Adult

Language Learner Paradox, which holds that adults should be

better L2 learners than children given their more developed

cognitive abilities, but they aren't. According to Sokolik,
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when viewed from the perspective of PDP, there is no paradox

because the adult brain is less plastic than the child's

brain in the sense that there is a reduction in the amount of

modifiability of the connections between neurons. In a

similar way, once a network is trained, it becomes more

difficult to modify it (But Long (1988) presents evidence

that adults learn faster earlier). In another paper, Shirai

(1992) explores transfer in light of PDP and claims that the

interconnectedness of the units lend themselves to a PDP

explanation, and this is supported by an empirical study by

Gasser (1990).

The literature also contains arguments against

connectionism. Fantuzzi (1992) and Carrol (1995) do

especially good jobs of developing these arguments, in that

they do not only cite the arguments of thinkers from outside

the field, especially the early criticisms of connectionism

from Pinker and Prince, and Fodor and Pylyshyn, but also

because they apply it to SLA. Fantuzzi comes to the

conclusion that we are in no position at this time to say

that PDP has or will eliminate higher level explanations, and

I agree. Here is a summary of issues that have been raised

that remain unresolved:

First there is the charge that connectionism is in

essence behaviorism or associationism and so the arguments

against associationism should apply to connectionism as well.

They are certainly similar on the surface: stimulus-

response, etc. Jerry Fodor still maintains that PDP cannot
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account for the rationality of thought, and is quoted as

saying that "people will give it up for the reasons they gave

up associationism" (cited in Baumgartner & Payr, p. 94).

Even proponents of PDP like Elman, et al., question the

ability of networks to handle higher level cognition. How,

for instance, does implicit knowledge become explicit? How

does a network build a theory? Where does awareness emerge?

Some supporters of PDP will say that awareness that awareness

is an emergent property of our billions of neurons, and this

is obviously true. But our networks, which have perhaps 10A3

connections compared to 10^11 in our brains, have a long way

to go before they become conscious! This may seem esoteric

but it is a real problem for SLA. L2 learners are strongly

guided by conscious strategies. (The reply to this from Nick

Ellis, an SLA researcher who is using connectionist models,

is that PDP is concerned with what goes on in the black box;

they are concerned with representations. But in what sense?

With several hidden layers programmers can't tell what

represents what, and even if they could point to some

representation, so what? How would this explain anything?)

Related to this is the issue of ecological plausibility.

Real L2 learners don't learn past tense of Monday, plurals on

Tuesday, etc. People are active with agendas, models are

passive. People are social, models not. Even a good

simulation of a cognitive process will neglect this social

dimension.

11
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PDP can also be attacked for one of its touted

strengths--its neural plausibility. They are like brains in

the ways mentioned previously, but the learning algorithm of

back propagation is not. Back prop is a way for a network to

produce accurate outputs, to learn. If there is a mismatch

between the desired output and actual output, the network

tries it again until a better match is made. But Dreyfuss

(cited in Baumgartner & Payr, p. 78) points out, back prop

can't count as a theory of neuroscience because "everyone

knows the brain's not wired that way." He does admit that

some undiscovered algorithms might work, and if they are

discovered, then we may be onto something. Additionally, it

has been pointed out that PDP moels don't really meet the 100

step constraint needed to accomplish the computations that

our brains must make in real time (Baumgartner & Payr, p.

108).

These problems may not be insuperable, but at this time

they are real, and so we will have to wait for better

modeling. If humans don't learn in the same way that PDP

models do, then it seems the whole point of doing them is

lost. As Carrol (1995) puts it, "Computer modeling

experiments which misrepresent the nature of the learning

problem or of the linguistic input will teach us nothing" (p.

204).

What have we learned from models that pertain to SLA?

Not much. Gasser (1990) trained a network to generate Ll and

L2 sentences. He reports that his model was able to generate

12
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sentences without any rules being wired in, and that in

multilingual contexts the model exhibited strong transfer

effects. When the network couldn't find the appropriate L2

item it borrowed a similar one from the Ll. Also, the L2

patterns were easier to learn if the words and word order of

the two languages were similar.

Another frequently discussed study was conducted by

Sokolik and Smith (1992), who investigated the extent to

which a PDP model could assign the correct gender to French

nouns that it had not seen before (apparently difficult

problem for L2 learners). Using back propagation, the

machine was able to correctly classify a high percentage of

nouns it had not seen before. It is amazing that these

ignorant devices can do this kind of thing! How useful these

studies are I'll leave up to you to decide.

More recently, Ellis and Schmidt (1997) have used a

connectionist simulation in a way that I think is interesting

and novel. They conduct a pair of what they call

'laboratory' studies of the acquisition of L2 morphological

abilities with an artificial langauge they created. They

used an artificial language so that they could control the

input as much as possible. After charting the learning

progress of seven human subjects as they tried to pluralize

made up words, they trained a network to do the same thing.

Interestingly, the network produced the same learning curve

as the human beings. The authors conclude that this aspect

of learning a second language reflects associative learning
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processes. While it doesn't prove that L2 learners learn to

pluralize without rules, it doesn't contradict the idea that

it is an associative process. Regardless, what I find

interesting about this study is the use of a network as a

corroborating line of evidence for lab work involving human

subjects. But overall, the amount of empirical work is not

overwhelming, and the results do not seem particularly useful

just yet. As Klein (1990) so eloquently put it: "It is one

thing to build a functioning clock and another a theory of

time."

Conclusions

In conclusion, it looks like the early optimism of SLA

researchers for PDP approaches was appropriate given the

shortcomings of the physical symbol systems hypothesis for

the cognitive sciences. Clearly the first computer metaphor

can only describe a part of human cognition. Even so, the

second computer metaphor has contributed little to our

understanding of SLA. Perhaps its greatest value is that it

is providing a challenge to nativist accounts of language

acquisition which rely on the first computer metaphor. If in

the future more advanced PDP models can overcome some of the

current problems, and if these models can allow us to make

predictions about real L2 learners, then connectionism will

be useful to SLA researchers.
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